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Abstract 

Integrating Artificial Intelligence (AI) technologies into academic research practices presents 

opportunities and challenges for scholarly examination within Nigerian tertiary institutions. This 

investigation explores the ethical implications of AI-generated content in academic research, 

focusing on issues such as authorship, intellectual property rights, transparency, accountability, 

fairness, and bias. By critically examining these ethical dimensions, this study highlights the 

importance of developing tailored guidelines and frameworks to navigate the complexities of AI 

integration effectively. Strategies for promoting ethical conduct include establishing clear 

standards and protocols, fostering interdisciplinary collaborations, investing in education and 

training programs, and promoting a culture of transparency and ethical reflection. Through these 

efforts, Nigerian tertiary institutions can uphold ethical standards, ensure the responsible use of 

AI technologies, and contribute to advancing knowledge and scholarship transparently and 

responsibly. Additionally, suggestions are provided for developing and implementing ethical 

guidelines, conducting training and capacity building, developing documentation, establishing 

ethical oversight mechanisms, and fostering collaboration and knowledge sharing to promote 

ethical AI use in research. 

Keywords: AI-generated content, ethical implications, academic research, Nigerian tertiary 

institutions. 

  

Introduction  

The proliferation of Artificial Intelligence (AI) technologies has brought about significant changes 

in academic research methodologies, presenting new opportunities and challenges for scholarly 

examination. The use of AI-generated content in Nigerian tertiary institutions carries substantial 

implications. Gulumbe et al. (2024) believe that given the critical role of academic research in 

advancing knowledge and addressing societal issues, integrating AI-generated content demands 

careful consideration. AI-generated content refers to textual, visual, or other forms of data created 

or synthesized by AI algorithms without direct human intervention (Feng, 2024). This includes 

automated knowledge synthesis, data analysis, and text generation. As Nigerian academia pursues 
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the integration of AI-generated content, it is vital to acknowledge its complexity and address 

ethical and methodological concerns. 

The direct application of AI-generated content in academic research raises ethical concerns 

requiring careful consideration. Issues such as authorship, intellectual property rights, 

transparency, and bias are at the forefront of these challenges (Resnik et al., 2024). In Nigeria, 

maintaining ethical research practices is paramount to preserving academic integrity. AI-generated 

content raises new questions about authorship attribution, as it is not always clear how to credit AI 

outputs versus human contributions. Additionally, potential biases embedded within AI algorithms 

could lead to skewed research outcomes if left unchecked, highlighting the need for guidelines that 

ensure fairness and accountability (Zhou et al., 2021).  

Moreover, Nigeria's legal framework is still evolving in addressing AI and intellectual property 

issues, adding another layer of complexity to this discussion. While existing intellectual property 

laws provide guidelines for human-authored works, they may lack explicit provisions for AI-

generated content. Regulations like the Copyright Act offer limited insight into handling 

automation-generated content, which may complicate claims over ownership and use rights for 

AI-produced research outputs (Adepetun & Caxton-Martins, 2024). Bridging these legal gaps is 

critical to ensuring responsible and ethical AI integration in Nigerian academia. As Ihekweazu et 

al. (2024) posited, a more robust alignment between legal standards and AI practices would help 

safeguard academic integrity, enhancing the credibility of research results. Addressing these legal 

and ethical challenges requires developing tailored guidelines and best practices specific to 

Nigeria's academic setting. 

Addressing these legal and ethical challenges requires developing tailored guidelines and best 

practices specific to Nigeria's academic context. Establishing these frameworks can promote 

transparency, accountability, and fairness when using AI-generated content. Researchers can 

uphold academic integrity by critically examining these ethical and legal dimensions while 

utilizing AI's transformative capabilities (Kronivets et al., 2023). Promoting interdisciplinary 

collaboration and capacity building in Nigeria can help researchers navigate this new terrain more 

effectively. Addressing AI's ethical landscape in academic research is vital to advancing 

responsible scholarship within Nigerian tertiary institutions.  

 

Statement of the Problem 

Integrating Artificial Intelligence (AI) technologies into academic research practices presents both 

novel opportunities and challenges, with a particular focus on the ethical implications associated 

with using AI-generated content. This integration is especially significant within Nigerian tertiary 

institutions, where academic research is a cornerstone of knowledge production and societal 

development. In this context, comprehending and effectively addressing the ethical considerations 

surrounding the direct utilization of AI-generated content is paramount. As AI continues to evolve 

and become more prevalent in research settings, ensuring responsible and ethical conduct in 

utilizing AI-generated content is essential for upholding academic integrity and advancing 

knowledge within Nigerian tertiary institutions. 

Using AI-generated content in academic research in Nigerian tertiary institutions gives rise to 

ethical problems from multiple perspectives. An important ethical consideration revolves around 

the issues of authorship and attribution. As AI algorithms become capable of generating text 

without human intervention, concerns arise about properly attributing authorship and intellectual 

contributions. The ethical challenge of ensuring appropriate attribution and recognition for AI-
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generated output while maintaining academic integrity and transparency is substantial. The ethical 

ramifications encompass matters concerning the rights and ownership of intellectual information. 

AI-generated content may involve synthesizing or transforming existing data, raising questions 

about ownership and copyright. Establishing clear ownership rights for AI-generated work and 

understanding the legal and ethical aspects of intellectual property rights in Nigeria is crucial. This 

is necessary to avoid instances of plagiarism, violation, and exploitation. 

 

Transparency and accountability represent another critical ethical dimension. AI algorithms 

operate using complex computational processes that may lack transparency and comprehensibility 

to human users. Researchers utilizing AI-generated content must navigate the challenge of 

ensuring transparency in the generation, analysis, and interpretation of AI-generated results and 

being accountable for the ethical implications of their research practices. Issues of fairness and 

bias emerge in the utilization of AI-generated content for academic research. AI algorithms are 

susceptible to biases in the training data or underlying algorithms, potentially leading to biased 

outcomes or discriminatory results. Addressing bias in AI-generated content and promoting 

fairness in research practices are essential for upholding academic integrity and social justice 

within Nigerian tertiary institutions. 

 

This research, therefore, revolves around exploring the ethical considerations surrounding the 

direct utilization of AI-generated content in academic research within Nigerian tertiary institutions. 

By examining issues of authorship, intellectual property rights, transparency, accountability, 

fairness, and bias, this research aims to elucidate the ethical challenges and implications inherent 

in using AI-generated content and propose strategies for promoting responsible research conduct 

and academic integrity. 

 

Clarification of Concepts  

AI-generated content comprises outputs created by various AI technologies, including natural 

language processing (NLP), machine learning (ML), deep learning (DL), and computer vision 

systems (Wang et al., 2023). These applications fall into two primary categories relevant to 

academic research: AI for data analysis and generative AI for content creation (Du et al., 2024). 

AI for data analysis utilizes ML and DL to uncover patterns, perform statistical analysis, and 

process complex datasets, aiding researchers in data interpretation and insight generation. In 

contrast, generative AI for content creation, powered by NLP models, generates written content, 

such as research papers, drafting literature reviews, creating summaries, or automating aspects of 

research reports based on input data or predefined parameters. Additionally, AI can facilitate 

knowledge synthesis by extracting relevant information from diverse sources and synthesizing it 

into comprehensible summaries or analyses (Sivarajah et al., 2017). 

AI-driven data analysis tools streamline the research process by enabling researchers to handle 

large data volumes efficiently and facilitating quantitative and qualitative analysis (Inala et al., 

2024). For instance, ML algorithms can detect patterns that might go unnoticed, assisting 

researchers in deriving insights and conclusions from data-intensive studies. Generative AI 

models, on the other hand, support content creation by synthesizing text based on input parameters, 

which is particularly beneficial in tasks that require summarization, synthesis, and drafting, such 

as initial literature reviews or report generation (Cillo & Rubera, (2024). This delineation of AI 
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applications ensures that readers understand the distinct contributions each type offers to academic 

research. 

 

In the academic context, using AI-generated content has transformed traditional research 

methodologies and practices. Researchers can use AI technologies to automate tasks, analyze vast 

datasets, and generate content efficiently. For example, AI algorithms can assist in literature 

reviews by summarizing and synthesizing research findings from numerous sources, thereby 

expediting the research process. Additionally, AI-generated content can be utilized to automate 

data analysis, generate research reports, and even contribute to writing research papers (Uzun, 

2023). However, using AI-generated content in academia holds significant implications for 

research practices and scholarly examination. Researchers can use AI technologies to streamline 

research processes, accelerate data analysis, and enhance the efficiency of knowledge discovery. 

However, integrating AI-generated content into academic research also raises ethical 

considerations that require careful analysis. Authorship, intellectual property rights, transparency, 

accountability, and bias must be addressed to ensure responsible research conduct and uphold 

academic integrity (Khlaif et al., 2023). Understanding the nature and implications of AI-generated 

content in academic research is crucial for navigating these ethical challenges and promoting 

ethical research practices within academic institutions. 

 

Ethical implications encompass the moral considerations and consequences associated with 

actions, decisions, or practices, including those related to creating, disseminating, and utilizing AI-

generated content in academic research (Chimbga, 2023). AI-generated content may have ethical 

implications, including authorship, intellectual property rights, transparency, accountability, 

fairness, and bias (Abdikhakimov, 2023). Understanding and addressing ethical implications are 

essential for promoting responsible research conduct and ensuring the ethical use of AI-generated 

content in academic research. 

Ethical implications of AI in academic research involve moral considerations related to using AI-

generated content (Illia et al., 2023). One concern is about giving proper credit for content created 

by AI algorithms. This includes questions about who owns the content and who should be 

recognized as its author (Lund et al., 2023). Another concern is fairness and bias in AI-generated 

content. AI algorithms can be biased, leading to unfair or discriminatory results. Ensuring 

transparency and accountability is also important (Mensah, 2023). AI algorithms often make 

decisions that are hard to understand, making it challenging to assess their accuracy and fairness. 

Setting up clear rules and mechanisms to make AI systems transparent and accountable is crucial 

for using AI ethically in academic research. 

Furthermore, ethical implications encompass issues of transparency and accountability in utilizing 

AI-generated content. AI algorithms often operate as black boxes, making it challenging to 

understand their decision-making processes and outcomes (Pedreschi et al., 2019). Lack of 

transparency hinders assessing AI-generated outputs' reliability, fairness, and accuracy, raising 

concerns about accountability and trustworthiness (Oladoyinbo et al., 2024). Establishing 

mechanisms for transparency and accountability in AI systems is essential to promote responsible 

use and mitigate potential risks, ensuring that AI technologies are deployed ethically and following 

societal values and norms. Academic research is a systematic and rigorous process undertaken by 

scholars and researchers to expand knowledge and contribute to the body of scholarship within a 

particular field or discipline (Belcher et al., 2016). This process involves employing diverse 
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methodologies such as qualitative and quantitative approaches, experimental studies, theoretical 

inquiries, and interdisciplinary collaborations. Through these methodologies, researchers generate 

new knowledge, analyze data, interpret findings, and disseminate their research outcomes through 

various scholarly outlets, including peer-reviewed publications, conferences, and other academic 

forums (Zhu et al., 2018). Academic research thus plays a fundamental role in advancing 

understanding and addressing complex issues across various disciplines. 

 

Furthermore, academic research is an agent for intellectual growth and innovation within 

educational communities. By engaging in systematic inquiry and investigation, scholars and 

researchers contribute to developing new theories, methodologies, and practices within their 

respective fields (Chevalier & Buckles, 2019). Through peer review and scholarly discourse, 

academic research undergoes critical evaluation and refinement, leading to advancing knowledge 

and formulating evidence-based conclusions. This iterative process of inquiry and validation 

fosters a culture of intellectual rigour and continuous improvement within academic institutions, 

driving progress and innovation in various domains (Kulkov et al., 2023). 

Nigerian tertiary institutions comprise universities, polytechnics, colleges of education, and other 

higher education institutions operating at the post-secondary level within the Nigerian educational 

system (Jacob et al., 2021). These institutions serve as centers of learning, research, and academic 

excellence, offering diploma, NCE, undergraduate, and postgraduate programs across various 

disciplines and fields of study. Nigerian tertiary institutions play a vital role in producing skilled 

professionals, advancing research and innovation, and contributing to national development 

objectives (Ogunode & Ade, 2023). Through their diverse programs and initiatives, these 

institutions contribute significantly to addressing societal needs, enhancing human capital, and 

driving economic growth and prosperity in Nigeria. 

 

Additionally, Nigerian tertiary institutions serve as agents for societal advancement and 

transformation. By offering comprehensive educational programs and engaging in cutting-edge 

research activities, these institutions empower individuals with the knowledge, skills, and 

competencies to navigate complex challenges and contribute to sustainable development (Fayomi 

et al., 2019). Additionally, through their collaborative partnerships with industries, government 

agencies, and international organizations, Nigerian tertiary institutions facilitate knowledge 

transfer, technology diffusion, and capacity building, thereby driving innovation and fostering 

socio-economic progress at both local and national levels. 

 

Ethical Considerations on Utilization of AI-Generated Content in Academic Research.  

The ethical considerations involve a comprehensive analysis of various factors that impact 

research integrity, fairness, and societal implications. One crucial aspect is the ethical 

responsibility of researchers to ensure the accuracy, reliability, and transparency of AI-generated 

content. Researchers must critically evaluate the methodologies, algorithms, and data sources used 

in generating AI content to mitigate biases, errors, and misinterpretations (Ferrara, 2023). 

Additionally, researchers have an ethical obligation to disclose any limitations, uncertainties, or 

potential biases associated with AI-generated content to ensure the integrity and trustworthiness 

of their research findings. 

Furthermore, ethical considerations extend to the ethical implications of AI-generated content on 

research participants and broader societal implications. Researchers must consider the potential 
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impact of AI-generated content on individuals' privacy, autonomy, and well-being, particularly in 

sensitive research areas such as healthcare, social sciences, and humanities (Chimbga, 2023). 

Moreover, researchers need to assess the societal implications of AI-generated content, including 

its potential to reinforce existing inequalities, perpetuate biases, and influence decision-making 

processes. Ethical frameworks such as those outlined by professional associations, institutional 

review boards, and regulatory bodies provide guidelines for researchers to navigate these ethical 

considerations and ensure responsible conduct in creating and utilizing AI-generated content in 

academic research (Oladoyinbo et al., 2024). 

 

Navigating Ethical Implications of AI-Generated Content in Academic Research 

Discussing issues such as authorship, intellectual property rights, transparency, accountability, and 

bias in the context of AI-generated content in academic research is essential for understanding the 

ethical implications and guiding responsible research conduct. Firstly, the issue of authorship 

arises due to the autonomous nature of AI algorithms in generating content. Properly attributing 

authorship and determining ownership of AI-generated content poses ethical challenges that 

researchers must address to uphold academic integrity (Abdallah & Salah, 2024). Secondly, 

intellectual property rights related to AI-generated content require clarification to ensure fair and 

equitable distribution of credit and benefits among stakeholders, including researchers, 

institutions, and AI developers. 

Transparency and accountability are critical ethical considerations in creating and utilizing AI-

generated content. AI algorithms often operate as black boxes, making it challenging to understand 

their decision-making processes and outcomes (Bader & Kaiser, 2019). Lack of transparency 

hinders assessing AI-generated outputs' reliability, fairness, and accuracy, raising concerns about 

accountability and trustworthiness (Vyas, 2023). Researchers must strive to enhance the 

transparency and interpretability of AI-generated content, ensuring that the methodologies, 

assumptions, and limitations underlying the content are adequately communicated and understood. 

Furthermore, bias in AI-generated content poses ethical challenges that researchers must address 

to ensure fairness and mitigate potential harm resulting from biased outcomes or discriminatory 

results (Venkatasubbu & Krishnamoorthy, 2022). Addressing biases requires careful consideration 

of the training data, algorithms, and decision-making processes involved in generating AI content 

(Cheng et al., 2021). By examining these ethical issues, researchers can promote responsible 

research conduct and ethical utilization of AI-generated content in academic research, upholding 

principles of academic integrity, transparency, and accountability. 

 

Ethical Dimensions of AI-Generated Content in Nigerian Tertiary Institutions 

The ethical dimensions surrounding AI-generated content manifest in Nigerian tertiary institutions 

in various ways, reflecting the broader ethical considerations inherent in academic research. 

Firstly, issues related to authorship and intellectual property rights are pertinent in the Nigerian 

context, where researchers grapple with determining rightful attribution and ownership of AI-

generated content (Abdallah & Salah, 2024). This is particularly relevant given the collaborative 

nature of research within Nigerian tertiary institutions, where multiple stakeholders may contribute 

to creating and utilizing AI-generated content. 

Secondly, transparency and accountability are crucial ethical dimensions in Nigerian tertiary 

institutions. Transparency in creating and utilizing AI-generated content ensures that research 

methodologies, assumptions, and limitations are adequately communicated and understood among 
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researchers and stakeholders (Díaz-Rodríguez et al., 2023). Additionally, fostering accountability 

mechanisms within Nigerian tertiary institutions ensures that researchers uphold ethical standards 

and adhere to established guidelines in utilizing AI-generated content, thereby promoting 

responsible research conduct and academic integrity. 

Furthermore, issues of bias and fairness in AI-generated content are significant ethical dimensions 

that manifest in the Nigerian context. Researchers within Nigerian tertiary institutions must be 

vigilant in addressing biases present in AI algorithms and data sources to ensure fair and unbiased 

research outcomes (Balogun et al., 2023). By critically examining these ethical dimensions, 

Nigerian tertiary institutions can develop policies, guidelines, and frameworks that promote ethical 

conduct in creating and utilizing AI-generated content, thereby upholding principles of academic 

integrity, transparency, and accountability (Oladoyinbo et al., 2024). 

 

Ethical Challenges in the Use of AI-Generated Content in Academic Research  

The ethical use of AI-generated content in academic research within Nigerian tertiary institutions 

raises complex challenges that require careful consideration. As AI technology advances, 

integrating AI-generated content in research has sparked debates around several key ethical 

concerns. One of the primary issues centers on the attribution of authorship and ownership rights. 

Deciding who deserves credit for content produced by AI algorithms becomes particularly 

problematic in collaborative research environments where multiple stakeholders are involved 

(Oladoyinbo et al., 2024). This situation blurs the boundaries of intellectual property, making it 

challenging to assign recognition and ownership fairly. In academic settings where the ethical 

implications of authorship are paramount, resolving this challenge is vital to upholding academic 

integrity. 

Another significant challenge is ensuring transparency and accountability in the use of AI-

generated content. Due to AI algorithms' opaque and complex nature, researchers may struggle to 

explain how specific outputs were derived, especially when AI-driven decisions lack clear 

reasoning or understandable processes (Oguine et al., 2022). This cloudiness creates a barrier to 

accountability, as researchers might find it difficult to verify or justify the accuracy of AI-

generated results. The reliability and trustworthiness of AI outputs thus come into question, 

complicating the ethical landscape of research in academia. As transparency is fundamental to 

ethical research practices, addressing this lack of clarity is vital for maintaining novelty in AI-

enabled academic work. 

In addition to transparency concerns, addressing bias in AI-generated content is crucial for fair and 

unbiased research practices. AI systems are susceptible to reflecting biases in their training data or 

inherent in the algorithms, which can result in skewed outcomes or potentially discriminatory 

conclusions (Lukings & Habibi Lashkari, 2022). Recognizing and mitigating these biases is 

essential for Nigerian researchers to align with ethical standards of fairness and impartiality in 

academic research. Without such measures, AI-generated content risks perpetuating social or 

cultural biases, compromising the integrity of research findings (Peters & Carman, 2024). 

Therefore, researchers must rigorously evaluate and document potential biases within their AI 

tools. 

 

There is a growing need to address the ethical considerations of using AI-generated content 

responsibly and ethically. This involves scrutinizing the AI models for fairness and accuracy and 

establishing guidelines that protect academic values. Ethical frameworks for AI in Nigerian 
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academia should encompass guidelines for fair authorship attribution, transparent algorithmic 

processes, and effective bias mitigation strategies to ensure the responsible use of AI-generated 

content (Afolabi, 2024). By developing a comprehensive ethical approach, Nigerian institutions 

can promote AI's integration into academic research in ways that respect transparency, 

accountability, and fairness, contributing to a more trustworthy and equitable academic 

community. 

 

Conclusion 

In conclusion, this investigation has shed light on the ethical implications of AI-generated content 

in academic research within Nigerian tertiary institutions. Integrating AI technologies presents 

opportunities and challenges for scholarly examination, particularly concerning authorship, 

intellectual property rights, transparency, accountability, fairness, and bias. Addressing these 

ethical considerations is paramount for promoting responsible research conduct and upholding 

principles of academic integrity within the Nigerian academic community. By examining the 

ethical dimensions surrounding AI integration in scholarly research, this investigation has 

highlighted the importance of developing tailored guidelines and frameworks to navigate these 

complexities effectively. Establishing clear standards and protocols, fostering interdisciplinary 

collaborations, investing in education and training programs, and promoting a culture of 

transparency and ethical reflection are key strategies for promoting ethical conduct in utilizing AI-

generated content. Through these efforts, Nigerian tertiary institutions can uphold ethical 

standards, ensure the ethical use of AI technologies, and contribute to advancing knowledge and 

scholarship responsibly and transparently. 

 

Recommendations 

 

Developing and implementing ethical guidelines and best practices for utilizing AI-generated 

content in academic research within Nigerian tertiary institutions requires a comprehensive 

approach that addresses practical challenges. The study suggested the following to address the 

necessary institutional mechanisms, training initiatives, and collaborative efforts to support ethical 

AI integration while recognizing the unique challenges faced by Nigerian tertiary institutions. Key 

steps include establishing a dedicated Ethical Review Committee (ERC), providing capacity-

building resources, developing accessible documentation, and promoting knowledge sharing are 

critical steps in creating a transparent and accountable framework. However, the success of these 

initiatives requires adequate funding, infrastructural support, and strategic partnerships, especially 

given the financial and expertise limitations in many institutions. 

 

Establishing an Ethical Review Committee (ERC) within Nigerian tertiary institutions is vital for 

ensuring the ethical oversight of AI-generated content in research. This ERC should be composed 

of multidisciplinary experts who can develop, review, and oversee the implementation of AI ethics 

guidelines. However, many institutions may face challenges establishing these committees due to 

financial constraints and limited access to AI experts. Thus, government and institutional 

interventions such as the Tertiary Education Trust Fund (TETFund) are vital to enable the 

recruitment of skilled professionals who can provide the necessary oversight in promoting 

the responsible use of AI-generated content in Nigerian academic research.  
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To further guide researchers, the ERC should develop comprehensive documentation outlining 

ethical principles, best practices, and references to legal frameworks relevant to AI-related 

research. Such documentation should provide clear, practical guidance to support ethical AI 

research and be readily accessible to all institutional members. However, institutions may struggle 

to sustain these practices without dedicated resources for documentation and dissemination. 

Partnering with governmental and private sector entities could ensure continued resource 

availability, allowing the ERC's guidelines to be regularly updated and distributed.  

 

Implementing ongoing ethical oversight mechanisms, such as regular audits and reviews of 

research proposals, can help institutions monitor compliance with AI ethical guidelines. Audits are 

critical for maintaining transparency and accountability in research. However, infrastructural 

limitations and the need for continual funding can hinder the efficacy of these oversight 

mechanisms. Institutions must establish dedicated funds and resources through TETFund 

interventions to sustain these oversight efforts, ensuring that audits and reviews can be conducted 

consistently and effectively.  

 

Promoting collaboration and knowledge sharing among researchers, institutions, policymakers, 

and industry stakeholders is essential for navigating the evolving ethical landscape of AI in 

Nigerian academia. This collaborative approach can create a platform for exchanging information, 

sharing experiences, and discussing best practices for AI use in research. However, practical 

challenges, such as varying access to digital tools and knowledge-sharing networks, may limit 

some institutions' participation. Creating an accessible, centralized online platform could facilitate 

broader participation, enabling institutions to overcome geographical and resource-based barriers, 

ultimately contributing to a more ethically responsible scholarly academic community. 

 

References 

Abdallah, M., & Salah, M. (2024). Artificial Intelligence and Intellectual Properties: Legal and 

Ethical Considerations. International Journal of Intelligent Systems and Applications in 

Engineering, 12(1), 368-376. 

Abdikhakimov, I. (2023). Unraveling the Copyright Conundrum: Exploring AI-Generated Content 

and its Implications for Intellectual Property Rights. In International Conference on Legal 

Sciences (Vol. 1, No. 5, pp. 18-32). 

Adepetun, S. & Caxton-Martins, A. (2024) Generative artificial intelligence and the Nigerian 

Copyright Act 2023. Dentons ACAS-Law Insights. Published on June 10. 

https://www.dentonsacaslaw.com/en/insights/articles/2024/june/10/generative-artificial-

intelligence-and-the-nigerian-copyright-act-2023 

Afolabi, A. (2024). Artificial Intelligence for Publishing: The Impact of ChatGPT on Book 

Publishing Education in Nigeria. Bijote-Bichi Journal of Technology Education, 7(1), 64-

74. 

Bader, V., & Kaiser, S. (2019). Algorithmic decision-making? The user interface and its role for 

human involvement in decisions supported by artificial intelligence. Organization, 26(5), 

655-672. 

Balogun, O. D., Ayo-Farai, O., Ogundairo, O., Maduka, C. P., Okongwu, C. C., Babarinde, A. O., 

& Sodamade, O. T. (2023). Integrating ai into health informatics for enhanced public health 



INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY INTEGRATION IN EDUCATION 

 

 pg. 162: IJITIE, 7 of 1, 2024 
 

 

in Africa: a comprehensive review. International Medical Science Research Journal, 3(3), 

127-144. 

Belcher, B. M., Rasmussen, K. E., Kemshaw, M. R., & Zornes, D. A. (2016). Defining and 

assessing research quality in a transdisciplinary context. Research Evaluation, 25(1), 1-17. 

Cheng, L., Varshney, K. R., & Liu, H. (2021). Socially responsible ai algorithms: Issues, purposes, 

and challenges. Journal of Artificial Intelligence Research, 71, 1137-1181. 

Chevalier, J. M., & Buckles, D. J. (2019). Participatory action research: Theory and methods for 

engaged inquiry. Routledge. 

Chimbga, B. (2023). Exploring the Ethical and Societal Concerns of Generative AI in Internet of 

Things (IoT) Environments. In Southern African Conference for Artificial Intelligence 

Research (pp. 44-56). Cham: Springer Nature Switzerland. 

Chimbga, B. (2023, November). Exploring the Ethical and Societal Concerns of Generative AI in 

Internet of Things (IoT) Environments. In Southern African Conference for Artificial 

Intelligence Research (pp. 44-56). Cham: Springer Nature Switzerland. 

Cillo, P., & Rubera, G. (2024). Generative AI in innovation and marketing processes: A roadmap 

of research opportunities. Journal of the Academy of Marketing Science, 1-18. 

https://doi.org/10.1007/s11747-024-01044-7 

Díaz-Rodríguez, N., Del Ser, J., Coeckelbergh, M., de Prado, M. L., Herrera-Viedma, E., & 

Herrera, F. (2023). Connecting the dots in trustworthy Artificial Intelligence: From AI 

principles, ethics, and key requirements to responsible AI systems and 

regulation. Information Fusion, 99, 101896. 

Du, H., Li, Z., Niyato, D., Kang, J., Xiong, Z., Shen, X. S., & Kim, D. I. (2024). Enabling AI-

Generated Content Services in Wireless Edge Networks. IEEE Wireless Communications. 

Fayomi, O. S. I., Okokpujie, I. P., Fayom, G. U., & Okolie, S. T. (2019). The Challenge of Nigeria 

Researchers in Meeting up with Sustainable Development Goals in 21st Century. Energy 

Procedia, 157, 393-404. 

Feng, G. C. (2024). Best practices for responsibly using AI tools in social sciences 

research. Cogent Social Sciences, 10(1). https://doi.org/10.1080/23311886.2024.2420484 

Ferrara, E. (2023). Should Chatgpt be Biased? Challenges and Risks of Bias in Large Language 

Models. arXiv preprint arXiv:2304.03738. 

Gulumbe, B. H., Audu, S. M., & Hashim, A. M. (2024). Balancing AI and academic integrity: 

what are the positions of academic publishers and universities?. AI & SOCIETY, 1-10. 

https://doi.org/10.1007/s00146-024-01946-8 

Ihekweazu, C., Zhou, B., & Adelowo, E. A. (2024). Ethics-Driven Education: Integrating AI 

Responsibly for Academic Excellence. Information Systems Education Journal, 22(3), 3. 

https://doi.org/10.62273/JWXX9525 

Illia, L., Colleoni, E., & Zyglidopoulos, S. (2023). Ethical implications of text generation in the 

age of artificial intelligence. Business Ethics, the Environment & Responsibility, 32(1), 

201-210. 

Inala, J. P., Wang, C., Drucker, S., Ramos, G., Dibia, V., Riche, N., ... & Gao, J. (2024). Data 

Analysis in the Era of Generative AI. arXiv preprint arXiv:2409.18475. 

https://doi.org/10.48550/arXiv.2409.18475. 

Jacob, O. N., Monsurat, A. O., & Musa, A. (2021). Quality assurance in Nigerian public higher 

institutions: Challenges and way forward. Web of Scientist: International Scientific 

Research Journal, 2(07), 36-55. 

https://doi.org/10.1007/s11747-024-01044-7?form=MG0AV3
https://doi.org/10.62273/JWXX9525?form=MG0AV3
https://doi.org/10.48550/arXiv.2409.18475.


INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY INTEGRATION IN EDUCATION 

 

 pg. 163: IJITIE, 7 of 1, 2024 
 

 

Khlaif, Z., Mousa, A., Hattab, M., Itmazi, J., Hassan, A., Sanmugam, M., & Ayyoub, A. (2023). 

The potential and concerns of using artificial intelligence in scientific research: The case 

of ChatGPT. JMIR medical education, 9. 

Kronivets, T., Yakovenko, O., Tymoshenko, Y., Ilnytskyi, M., Iasechko, S., & Iasechko, M. 

(2023). Legal and Ethical Dimensions of AI in Education: Navigating New 

Frontiers. Review of Artificial Intelligence in Education, 4. 

https://doi.org/10.37497/rev.artif.intell.educ.v4i00.21 

Kulkov, I., Kulkova, J., Rohrbeck, R., Menvielle, L., Kaartemo, V., & Makkonen, H. (2023). 

Artificial intelligence‐driven sustainable development: Examining organizational, 

technical, and processing approaches to achieving global goals. Sustainable Development. 

Lukings, M., & Habibi Lashkari, A. (2022). Emerging topics in data sovereignty and digital 

governance. Understanding Cybersecurity Law in Data Sovereignty and Digital 

Governance: An Overview from a Legal Perspective, 205-277. 

Lund, B. D., Wang, T., Mannuru, N. R., Nie, B., Shimray, S., & Wang, Z. (2023). ChatGPT and a 

new academic reality: Artificial Intelligence‐written research papers and the ethics of the 

large language models in scholarly publishing. Journal of the Association for Information 

Science and Technology, 74(5), 570-581. 

Mensah, G. B. (2023). Artificial Intelligence and Ethics: A Comprehensive Review of Bias 

Mitigation, Transparency, and Accountability in AI Systems. 

Oguine, O. C., Oguine, K. J., & Bisallah, H. I. (2022). Big Data and Analytics Implementation in 

Tertiary Institutions to Predict Students Performance in Nigeria. arXiv preprint 

arXiv:2207.14677. 

Ogunode, N. J., & Ade, T. I. (2023). Research Programme in public universities in Nigeria. Best 

Journal of Innovation in Science, Research and Development, 2(3), 1-13. 

Oladoyinbo, T. O., Olabanji, S. O., Olaniyi, O. O., Adebiyi, O. O., Okunleye, O. J., & Ismaila 

Alao, A. (2024). Exploring the challenges of artificial intelligence in data integrity and its 

influence on social dynamics. Asian Journal of Advanced Research and Reports, 18(2), 1-

23. 

Oladoyinbo, T. O., Olabanji, S. O., Olaniyi, O. O., Adebiyi, O. O., Okunleye, O. J., & Ismaila 

Alao, A. (2024). Exploring the Challenges of Artificial Intelligence in Data Integrity and 

its Influence on Social Dynamics. Asian Journal of Advanced Research and 

Reports, 18(2), 1-23. 

Oladoyinbo, T. O., Olabanji, S. O., Olaniyi, O. O., Adebiyi, O. O., Okunleye, O. J., & Ismaila 

Alao, A. (2024). Exploring the challenges of artificial intelligence in data integrity and its 

influence on social dynamics. Asian Journal of Advanced Research and Reports, 18(2), 1-

23. 

Oladoyinbo, T. O., Olabanji, S. O., Olaniyi, O. O., Adebiyi, O. O., Okunleye, O. J., & Ismaila 

Alao, A. (2024). Exploring the challenges of artificial intelligence in data integrity and its 

influence on social dynamics. Asian Journal of Advanced Research and Reports, 18(2), 1-

23. 

Pedreschi, D., Giannotti, F., Guidotti, R., Monreale, A., Ruggieri, S., & Turini, F. (2019). 

Meaningful explanations of black box AI decision systems. In Proceedings of the AAAI 

conference on artificial intelligence, 33(1), 9780-9784. 

https://doi.org/10.37497/rev.artif.intell.educ.v4i00.21?form=MG0AV3


INTERNATIONAL JOURNAL OF INNOVATIVE TECHNOLOGY INTEGRATION IN EDUCATION 

 

 pg. 164: IJITIE, 7 of 1, 2024 
 

 

Peters, U., & Carman, M. (2024). Cultural bias in explainable AI research: A systematic 

analysis. Journal of Artificial Intelligence Research, 79, 971-1000. 

https://doi.org/10.1613/jair.1.14888 

Resnik, D. B., & Hosseini, M. (2024). The ethics of using artificial intelligence in scientific 

research: new guidance needed for a new tool. AI and Ethics, 1-23. 

https://doi.org/10.1007/s43681-024-00493-8 

Sivarajah, U., Kamal, M. M., Irani, Z., & Weerakkody, V. (2017). Critical analysis of Big Data 

challenges and analytical methods. Journal of Business Research, 70, 263-286. 

Uzun, L. (2023). ChatGPT and academic integrity concerns: Detecting artificial intelligence 

generated content. Language Education and Technology, 3(1). 

Venkatasubbu, S., & Krishnamoorthy, G. (2022). Ethical Considerations in AI Addressing Bias 

and Fairness in Machine Learning Models. Journal of Knowledge Learning and Science 

Technology ISSN: 2959-6386 (online), 1(1), 130-138. 

Vyas, B. (2023). Explainable AI: Assessing Methods to Make AI Systems More Transparent and 

Interpretable. International Journal of New Media Studies: International Peer Reviewed 

Scholarly Indexed Journal, 10(1), 236-242. 

Wang, Y., Pan, Y., Yan, M., Su, Z., & Luan, T. H. (2023). A survey on ChatGPT: AI-generated 

contents, challenges, and solutions. IEEE Open Journal of the Computer Society. 

Zhou, N., Zhang, Z., Nair, V. N., Singhal, H., Chen, J., & Sudjianto, A. (2021). Bias, fairness, and 

accountability with AI and ML Algorithms. arXiv preprint arXiv:2105.06558. 

https://doi.org/10.48550/arXiv.2105.06558 

Zhu, M., Sari, A., & Lee, M. M. (2018). A systematic review of research methods and topics of 

the empirical MOOC literature (2014–2016). The Internet and Higher Education, 37, 31-

39. 
 

https://doi.org/10.1613/jair.1.14888?form=MG0AV3
https://doi.org/10.1007/s43681-024-00493-8?form=MG0AV3
https://doi.org/10.48550/arXiv.2105.06558?form=MG0AV3

